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Abstract-In order to control congestion in network there are various energy efficiency techniques are used. We 
studied energy enhancement techniques based on energy efficient mechanism and applied this on Medium 
Access Control protocol which enhances energy of nodes in WSN environment. Formerly recommended MAC 
procedures for sensory networks such as SMAC mainly highlight vitality effectiveness over latency. A Classical 
Sensor Medium Access Control Procedure (CSMAC) is proposed which can balance the energy effectiveness, 
fault-tolerance, correctness, and latency in sensory networks. CSMAC presentation is estimated on basis of 
several QOS factors such as packet transfer ratio, throughput, and vitality, delay etc. Outcome is analysed by 
comparing of s-mac with above mentioned QOS parameters. Simulation work is done on NS2. Replication 
outcomes show that CSMAC meaningfully decreases average memo latency and average energy intake per 
memo in contrast to old-style sensory network MAC procedures. 

 

Key Words Used: Throughput, Energy Efficient, Packet Size, Packet Delivery Ratio, End to End Delay, 

Wireless Sensor Network. 

1. INTRODUCTION 

Wireless sensory netting typically comprises of 

various and structured in an ad hoc multi-hop 

mesh. Here we considered the difficulty of media 

access regulator for such sensory network 

presentations. Because the proposal of an active 

media access controls (MAC) procedure is one of 

the essential transmission tasks in sensory 

networks. Formerly projected MAC procedures for 

sensor networks such as SMAC mainly highlight 

energy competence over falling network latency [1] 

[2].  

1.1. MAC Layer  related sensor network 

properties 

It is the main objective of sensor network to 

increase the life time as much as possible, it is 

assumed that sensor node decays when the energy 

is last. In such conditions the proposed CSMAC 

minimizes the energy trashes. Ways of 

transmission design that are perceived in sensor 

network presentations should be examined since 

these outlines are used to extract the presentation of 

the sensory network circulation that has to be 

touched by a given MAC procedure [3].  

 

1.1.1. Reasons of energy discarded 

Generally it is found that several packets reach on a 

single node simultaneously then a “collided 

packets” state creates. Many of them cause’s crash 

and those packets causes crash are needed to be 

retransmitted, this procedure raises vitality intake. 

Though some packets could be recuperated by a 

detention effect, a number of requests have to be 

attained for its accomplishment. Eavesdropping is 

one another reason of energy consumption. In 

eavesdropping node takes packets that are intended 

to other nodes. The third cause of energy 

consumption is occurs due to overhead in control 

packet. Control packets should be minimal to make 

a data communication. Another the key reason of 

energy is idle eavesdropping, i.e., attending to an 

idle channel to receive possible traffic. The last 

cause for energy consumption is over producing, 

which is produced by the broadcast of a memo 

when the terminus node is not ready. On the basis 

of these facts, an efficiently planned MAC 

procedure can improve the energy efficiency [4]. 

 

1.1.2 Properties of a well-defined MAC policy 

To design a mend MAC procedure for the wireless 

sensory networks, we can study the subsequent 

characteristics. The first element is the force 

ability. We have to define energy proficient 

procedure in command to extend the mesh 

date.Next significant characteristics are 

extendibility and flexibility to modifications. 

Modification in system size, node concentration 

and mathematics should be fingered quickly and 

efficiently for a fruitful variation. The motives 

behind these system property variations are 
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inadequate node period, adding unaccustomed 

nodes to the system and changing intervention 

which may adjust the connectivity and posterior the 

system’s mathematics. A good MAC protocol 

should elegantly provide rooms for such system 

alterations. Other distinctive significant elements 

such as latency, throughput and bandwidth 

consumption could be subordinate in sensor 

networks [5]. 

 

2. SENSOR MAC (SMAC) 

 

Nearby achieved harmonisations and episodic sleep 

listen agendas grounded on these harmonisations 

forms the elementary indication after the Sensor-

MAC procedure [6]. 

Adjoining nodes form cybernetic groups to set up a 

joint sleep agenda. If two neighbouring nodes exist 

in in two dissimilar cybernetic sets, they wake up at 

attend phases of both groups. A disadvantage of 

SMAC procedure is this likelihood of succeeding 

two dissimilar agendas, which outcomes in more 

energy ingesting via idle attending and 

eavesdropping. Agenda interactions are 

consummate by periodical SYNC packet 

transmissions to direct adjacent. The era for each 

node to refer a SYNC packet is called the 

synchronization era. Below figure1 characterises a 

model sender-receiver statement. Crash evading is 

attained by a carrier sense, which is denoted by CS 

in the figure. Additionally, RTS/CTS packet 

conversations are used for unicast category data 

packets. A vital piece of SMAC is the theory of 

message-passing where extensive memos are 

fragmented into data frames and referred in a burst. 

With this method, one may attain energy savings 

by reducing transmission expenditures at the cost 

of inequitableness in medium access. Episodic 

sleep may effect in great inactivity particularly for 

multi hop routing procedures, since all instant 

nodes have their own sleep agendas. The latency 

created by episodic sleeping is called sleep delay 

[6]. Adaptive attending method is suggested to 

recover the sleep delay, and thus the total latency. 

In this method, the node who overhears its 

neighbour’s communications awakens for a little 

time at the end of the communication. Hence, if the 

node is the next-hop node, its adjoining could 

permit data instantly. The end of the 

communications is known by the period arena of 

RTS/CTS packets. 

Disadvantages: Transmission data packets do not 

use RTS/CTS which upsurges crash likelihood. 

Adaptive attending suffers eavesdropping or idle 

attending if the packet is not ordained to the 

attending node. Sleep and listen periods are 

predefined and fixed, which reduces the 

effectiveness of the procedure in adjustable 

circulation capacity [7]. 

Figure 1 

3. RELATED WORK AND PROBLEM 

SPECIFICATION 

 

MAC procedures for sensor networks can be 

generally categorised into two classes Conflict -less 

and Conflict-oriented. Conflict-less MAC scheme 

are generally founded on FDMA or TDMA 

methods. Conflict oriented MAC scheme are used 

for IEEE802.11 standard. 

SMACS is a circulated procedure which allows a 

group of nodes to determine their adjacent and 

create communication plans for collaborating with 

them without the necessity for any native or 

universal principal nodes. Differently from our 

scheme, network construction in SMACS is not 

location-conscious, so neighbours designated may 

not be adjacent. Furthermore, a node need wait for 

its chance to convey even if the network is idle [5] 

[13]. And this coming up time can hoard laterally 

the multi-hop path from start node to end node. It is 

found that the effect of non-ideal physical layer 

electronics on MAC scheme strategy for sensory 

networks and suggested a centrally organized MAC 

scheme [2]. A mixed TDMA/FDMA system 

enhances the power ingesting of the transceiver, 

and outcomes in dropping the inclusive power 

ingesting of the structure. 

 In TDMA/CDMA founded MAC methodology, 

every node interconnects with a vigorously selected 

group nut straight using TDMA system [14]. Group 

nuts interconnect with a distant terminus (sink) 

openly using a CDMA methodology [8]. For small 

influence, little range devices, straight 

transportations are not permanently useful.  

 A CDMA oriented MAC procedure was suggested 

for unguided ad-hoc systems where out-of-band 
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RTS/CTS are used to vigorously bind the 

communication power of a node in the 

neighbourhood of a receiver. In this method, 

RTS/CTS packet dimensions are puffy to put up 

Multi-Access Interference associated info [10], 

which may not be an appropriate method due to the 

tiny data packet dimension for sensor networks. 

 CSMA-based MAC protocol suggested by Woo 

and Culler [5]   explicitly planned for episodic and 

extremely interrelated transportation of some sensor 

network presentations. In this method an adaptive 

transmission rate control pattern was suggested the 

main objective was to attain media access fair-

mindedness by harmonising the degrees of devising 

and route-through transportation [10]. 

SMAC recognized numerous key causes of energy 

excess comprising crash, regulate packet overhead, 

eavesdropping, and idle listening.  

Contention based procedures agonises from both 

low system throughput and long packet delay. 

Correlating each minor data packet communication 

with RTS/CTS regulator packets conversation 

yields substantial expenses. While 802.11 standards 

stated that RTS/CTS can be escaped with minor 

packet broadcast but this is not appropriate for 

sensory networks. Due to the small data speed in 

sensoyr networks, the communication time, and 

subsequently crash chances, of a minor packet may 

be much longer than that of conveying it with 

802.11 great data speed. Also, some energy 

effective procedures suggested for contention based 

procedures need the info implanted in RTS/CTS 

packets. For example, SMAC uses the broadcast 

time implanted in RTS/CTS to turn off 

unintentional receivers to escape the energy 

ingesting affected by eavesdropping. Also, conflict 

grounded procedures also agonise from the well-

recognised concealed node and visible node 

difficulties [15]. 

Many topology regulating procedures for ad hoc 

and sensory networks have been suggested [9], 

[10]. Some other good survey papers   like Santi 

et.al. [11] Can be seen for further information. 

In CSMA/CA grounded procedures, RTS/CTS are 

generally not used for transmission packets. To 

promise that each node can get a chance for a 

fruitful broadcast, we employ huge argument 

windows and permit each node to transmission 

numerous times showed the basic lower bound that 

no conflicts happen in a wireless channel. When 

sensory data is being composed for systematic 

study, the system may be integrally delay-tolerant 

[9]. 

We need to introduce a new energy enhancement 

technique based on energy efficient mechanism. 

The objectives of proposal of new MAC procedure 

are: 

- Fault Acceptance of explicit sensor nodes. 

- Low Latency to empower the spectator to 

study around the occurrences rapidly. 

- Energy Effectiveness to exploit the time 

period of whole scheme. 

- Scalability to a huge number of sensory nodes. 

 

Classical Sensor MAC procedure is meaningfully 

different as of formerly suggested self-establishing 

MAC procedures for sensory networks; its 

objective is energy conservation and collective 

sensing, in place of pure networking objectives. 

4. FLOW CHART OF PROPOSED MODEL: 

 

1. In first step network is initialized. 

2. Network is partitioned on multiple 

paths based on respective sensor 

locations. 

3. Randomly time slot is distributed 

between different nodes. 

4. Transmission packets are sent straight 

by means of RTS/CTS/ACK. 

5. Each node follows aperiodic 

listen/sleep schedule and node 

wakeup during schedule time slots. 

6. Using drop tail queue congestion is 

detected and control. 

7. If queue is full then packets are 

dropped and precede one increment in 

drop over limit. 

8. If queue is not full then push packet to 

queue. 

9. Update queue with packet size. 

10. End of process. 
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5. SIMULATIONS AND ANALYSIS 

We have simulation environment follows as- 

OS – VM Ubuntu 16.04 LTS 

RAM – 4.0 GB 

OS Type – 64 bit 

NS: stands for Network Simulator. 

NS package- ns-allinone-2.35 

Network: A collection of various inter linked 

nodes. 

Simulator: A package or devoted scheme which 

replicas some features of physical existence in 

organised situation. So network simulant is a 

recreation tool which mimics the network 

construction, procedures, and their working. 

 

Simulation work is done on NS - 2.35 simulators 

(ns-allinone-2.35) using Ubuntu 14.04 LTS as O.S. 

and find out relative study which enhances a 

capable energy in network. 

CSMAC has been applied in NS2. The simulation 

focuses on the data communication effectiveness. 

The presentation of SMAC [1] is also measured 

and compared here. 

Table1. Simulation Node 30 

Simulati

on Time 

SMAC 

Throughpu

t[kbps] 

SMAC 

Packet 

Delivery 

Ratio ( % ) 

SMAC 

End to End 

Delay ( ms 

) 

10 sec 44.94 89.9348 11.9502 

20 sec 33.93 84.2526 38.6886 

30 sec 30.14 79.9023 82.0323 

40 sec 28.48 76.4343 135.9672 

50 sec 27.05 73.7659 226.9442 

60 sec 26.58 71.5652 282.4121 

70 sec 26.11 69.8104 384.3778 

80 sec 25.68 68.2263 472.1792 

90 sec 25.52 66.9301 553.6794 

100 sec 25.18 65.7943 626.9746 

 

In table.1 simulation is implemented on 30 

nodes for different time slots each with 10 sec. 

interval and found respective result of throughput, 

packet delivery ratio and end to end delay as above. 

 

Table2. Different No. of Nodes 

Node 

SMAC 

Throughpu

t[kbps] 

SMAC 

Packet 

Delivery 

Ratio ( % ) 

SMAC 

End to End 

Delay ( ms 

) 

15 21.46 51.9843 907.8992 

30 25.18 65.7943 626.9746 

45 27.93 72.6031 600.9806 

60 30.29 84.8868 439.7291 

 

In second table simulation is done based 

on numbers of node, here throughput, packet 

delivery ratio and end to end delay is calculated for 

15, 30, 45 and 60 nodes. With the increment of no. 

of nodes throughput and packet delivery ratio is 

increases and end to end delay decreases. 

Network Initialization 

   Start 

Network is partitioned based on multiple paths 

based on sensor location 

Using Random scenario, time slots are 

distributed between nodes 

Transmission packets are sent straight by means 

of RTS//CTS/ACK 

Using drop tail queue for congestion 

detected, and control 

Each node fallows aperiodic listen/sleep schedule 

and node wakeup during scheduled time slots 

 

 

 

Push packet to queue 

Is queue 

full? 

Drop packets 

 

 

Increment m-

drop over limit 

Update m-byte in queue with packet size 

 

 

 Stop 
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Table3. Packet Size 

Packet 

size[Kbp

s] 

SMAC 

Throughpu

t[kbps] 

SMAC 

Packet 

Delivery 

Ratio ( % ) 

SMAC 

End to End 

Delay ( ms 

) 

512 25.18 65.7943 626.9746 

1024 44.06 65.7943 626.9746 

2048 81.83 65.7943 626.9746 

4096 157.36 65.7943 626.9746 

 

In table.3 simulation is done based on 

different size of packets for SMAC protocol to find 

throughput, packet delivery ratio and end to end 

delay, here with the increment of packet size 

throughput is increases but packet delivery ratio 

and  end to end delay remains constant. 

5.1 Presentation analysis of proposed CSMAC 

protocol: 

Table4. Simulation Node 30 

Simulation 

Time 

CSMAC

-

Through

put[kbps

] 

CSMAC 

Packet 

Delivery 

Ratio ( % ) 

CSMAC 

End to End 

Delay ( ms 

) 

10 sec 83.98 92.3986 8.771 

20 sec 79.21 92.2932 14.2652 

30 sec 41.01 91.4286 29.937 

40 sec 50.77 92.114 37.6153 

50 sec 49 92.1399 43.0536 

60 sec 49 92.1399 43.0536 

70 sec 49 92.1399 43.0536 

80 sec 49 92.1399 43.0536 

90 sec 49 92.1399 43.0536 

100 sec 27.94 91.5681 99.966 

 

In table.4 simulation is implemented on 30 

nodes for different time slots each with 10 sec. 

interval and found respective result of throughput, 

packet delivery ratio and end to end delay for 

proposed CSMAC. 

 

 

 

 

 

 

 

Table5. Different Node 

Node 

CSMAC-

Through

put[kbps] 

CSMAC 

Packet 

Delivery 

Ratio ( % ) 

CSMAC 

End to End 

Delay ( ms 

) 

15 5.53 82.9689 99.9159 

30 27.94 91.5681 99.966 

45 52.65 93.3406 99.9551 

60 216.47 91.6699 99.8955 

 

In this table.5 simulation is done based on 

numbers of node, here throughput, packet delivery 

ratio and end to end delay is calculated for 15, 30, 

45 and 60 nodes. With the increment of no. of 

nodes throughput is increases and end to end delay 

decreases. 

Table6. Packet Size 

Packet 

size[Kbp

s] 

CSMAC-

Through

put[kbps] 

CSMAC 

Packet 

Delivery 

Ratio ( % ) 

CSMAC 

End to End 

Delay ( ms 

) 

512 27.94 91.5681 99.966 

1024 27.94 91.5681 99.966 

2048 27.94 91.5681 99.966 

4096 27.94 91.5681 99.966 

 

In table.6 simulation is done based on 

different size of packets for CSMAC protocol to 

find throughput, packet delivery ratio and end to 

end delay, here with the increment of packet size 

throughput, packet delivery ratio and  end to end 

delay remains constant. 

5.2 Presentation comparison of SMAC and 

CSMAC 

Table7. Simulation Time Vs Throughput 

Simulation 

Time 

SMAC 

Throughput[kbps] 

CSMAC-

Throughput[kb

ps] 

10 sec 44.94 83.98 

20 sec 33.93 79.21 

30 sec 30.14 41.01 
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40 sec 28.48 50.77 

50 sec 27.05 49 

60 sec 26.58 49 

70 sec 26.11 49 

80 sec 25.68 49 

90 sec 25.52 49 

100 sec 25.18 27.94 

 

In this table.7 throughput for SMAC and 

CSMAC is compared in case of CSMAC the 

throughput is always better as given below in 

graph1.  

 

Graph.1 

Table8. Nodes Vs Throughput 

 

Node 

SMAC 

Throughput[kbps] 

CSMAC-

Throughput[kbps] 

15 21.46 5.53 

30 25.18 27.94 

45 27.93 52.65 

60 30.29 216.47 

 

In graph.2 the comparison result of nodes 

Vs throughput (table.8) are shown for SMAC and 

CSMAC, with the increment of no. of nodes 

CSMAC performs very much better. 

 

Graph.2 

Table9. Packet size Vs Throughput 

Packet 

size[Kbps] 

SMAC 

Throughput[kbps] 

CSMAC-

Throughput

[kbps] 

512 25.18 27.94 

1024 44.06 27.94 

2048 81.83 27.94 

4096 157.36 27.94 

 

For table9 graph3 shows that with the 

increase of packet size throughput increases in case 

of SMAC but in CSMAC it is constant. 

 

Graph.3 
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Simulation 

Time 

SMAC 

Packet 

Delivery 

Ratio ( % ) 

CSMAC 

Packet 

Delivery 

Ratio ( % ) 

10 sec 89.9348 92.3986 

20 sec 84.2526 92.2932 

30 sec 79.9023 91.4286 

40 sec 76.4343 92.114 

50 sec 73.7659 92.1399 

60 sec 71.5652 92.1399 

70 sec 69.8104 92.1399 

80 sec 68.2263 92.1399 

90 sec 66.9301 92.1399 

100 sec 65.7943 91.5681 

 

Graph4 depicts that with the increase in 

simulation time packets delivery ratio falls down in 

SMAC while in CSMAC it remains almost 

constant. 

Graph.4 

Table11. Nodes Vs Packet Delivery Ratio 

Node 

SMAC 

Packet 

Delivery 

Ratio ( % ) 

CSMAC 

Packet 

Delivery 

Ratio ( % ) 

15 51.9843 82.9689 

30 65.7943 91.5681 

45 72.6031 93.3406 

60 84.8868 91.6699 

 

According to graph5 of table11 CSMAC 

gives better packet delivery ratio when no. of nodes 

increases than in SMAC. 

 

Graph.5 

Table12. Packet size Vs Packet Delivery Ratio 

Packet 

size[Kbps] 

SMAC Packet 

Delivery Ratio 

( % ) 

CSMAC Packet 

Delivery Ratio ( % 

) 

512 65.7943 91.5681 

1024 65.7943 91.5681 

2048 65.7943 91.5681 

4096 65.7943 91.5681 

 

In graph6 of table12 shows that in case of 

packet size increases we have better packet delivery 

ratio in CSMAC. 

 

Graph.6 
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Table13.Simulation Time Vs End to End Delay 

 

As simulation time increases we have very 

less end to end in CSMAC instead of SMAC 

protocol (). 

Graph.7 

Table14. Nodes Vs End to End Delay 

Node 

SMAC End 

to End 

Delay ( ms ) 

CSMAC End 

to End Delay ( 

ms ) 

15 907.8992 99.9159 

30 626.9746 99.966 

45 600.9806 99.9551 

60 439.7291 99.8955 

 

In case of no. of nodes increases then also 

CSMAC gives very less end to end delay than 

SMAC (graph8). 

 

Graph.8 

Table15.Packet size Vs End to End Delay 

 

Packet 

size[Kbps] 

SMAC End 

to End 

Delay ( ms ) 

CSMAC 

End to End 

Delay ( ms ) 

512 626.9746 99.966 

1024 626.9746 99.966 

2048 626.9746 99.966 

4096 626.9746 99.966 

In graph9 of table15 shows that with the 

increment of packet size delay are not affected it 

remains constant but there is very less delay in 

CSMAC than SMAC. 

 

Graph.9 
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Time 

SMAC End 
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( ms ) 
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End to End 

Delay ( ms ) 

10 sec 11.9502 8.771 

20 sec 38.6886 14.2652 

30 sec 82.0323 29.937 

40 sec 135.9672 37.6153 

50 sec 226.9442 43.0536 

60 sec 282.4121 43.0536 

70 sec 384.3778 43.0536 

80 sec 472.1792 43.0536 

90 sec 553.6794 43.0536 

100 sec 626.9746 99.966 
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5. CONCLUSION 

This paper recommended a different self-

establishing, location-alert CSMAC protocol 

strategy for wireless sensor networks which may be 

appropriate for some presentation circumstances 

such as great movement, severe latency and fault 

tolerance necessities which is more efficient. 

Formerly suggested MAC procedures for sensor 

systems have highlighted energy effectiveness 

main, overlooking other necessities. Our procedure 

design well-adjusted presentation necessities of 

sensory networks such as fault tolerance energy 

effectiveness, sensing exactness, and low latency. 

Our simulation results shows that it is an energy 

efficient technique which improves network 

capability and can provide a better latency 

presentation option as well as much better energy 

savings in a multi-hop network. 
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